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The blessings of scale

The Economist. June 11, 2022. Huge “foundation models” are turbo-charging AI progress. 



Language modeling performance improves smoothly as we 
increase the (1) model size, (2) data set size, and (3) amount of 
compute.

Kaplan et al. 2020. Scaling Laws for Neural Language Models.



• “Emergence is when 
quantitative changes in 
a system result in 
qualitative changes in 
behavior.”

• “An ability is 
emergent if it is not 
present in smaller 
models but is present 
in larger models.”

Wei et al. 2022. Emergent Abilities of Large Language Models.



Model performance depends most strongly on 
scale

Wei et al. 2022. Emergent Abilities of Large Language Models.

Massive Multi-Task Language Understanding Benchmark (MMLU)
57 tasks including elementary mathematics, US history, computer science, 
law, and more.



Emergent abilities also depend on other factors: not being 
limited by the amount of data, its quality, or the way we train the 
models.

Wei et al. 2022. Emergent Abilities of Large Language Models.



Floating Point Operations (FLOPs)

• A rough measure of how expensive an algorithm or a model can be

• Denote number of additions, subtractions, multiplications or divisions 
of floating-point numbers

• Given vector a, b ∈ Rn:
Addition a + b requires n flops for n element-wise additions

CMU 10-725/36-725



Example



FLOPs

[(0.1*0.2)+(0.1*0.2), (0.1*0.2)+(0.1*0.2), (0.1*0.2)+(0.1*0.2), (0.1*0.2)+(0.1*0.2)]

3 FLOPs

12 + 4 = 16 FLOPs for Forward Pass
32 FLOPs for Backward Pass

3 FLOPs 3 FLOPs 3 FLOPs

ReLU

4 FLOPs

Input Trainable weights Output
1 x 2 2 x 4 1 x 4



Model Parameters
• Denote the total number of trainable parameters or weights of the model 

that can be estimated from the data.
• Weights are initialized randomly from a Gaussian or uniform distribution 

using different initialization strategies.

8 Trainable parameters or weights 

Input Trainable weights Output
1 x 2 2 x 4 1 x 4



GPT-3 Small

embeddings = [50257, 768]
38597376 parameters

positional encodings = [1024, 768]
786432 parameters

query + bias = [768, 12*64, 768]
590592 parameters

key + bias = [768, 12*64, 768]
590592 parameters

value + bias = [768, 12*64, 768]
590592 parameters

layer norm weight + bias = [768 * 4]
3072 parameters

ffnn 1 + bias = [768, 768, 768]
590592 parameters

ffnn 2 + bias = [768, 768 * 4, 768]
2360064 parameters

ffnn 2 + bias = [768 * 4, 768, 768]
2360064 parameters

* 12

Total parameters =
38597376 + 786432 +
12 * (3*(590592) + 590592 + 
2*(2360064) + (3072))
= 124M

GPT-3 does 
not use the 

Transformer 
encoder.

No Cross 
Attention

Alammar. The Illustrated GPT.



Pre-training

• The main objective of a pre-trained 
LM consists of some sort of objective 
predicting the probability of text x.

• To pre-train a language model, there 
are a couple of considerations:
• training objectives
• noising functions
• directionality of representations

Liu et al. 2021. Pre-train, Prompt, and Predict. | The Gradient: Evaluation Metrics for Language Modeling



Fine-tuning
• Promptless Fine-tuning

Devlin et al. 2018. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding.



Fine-tuning
• Prompt Fine-tuning

Liu et al. 2021. Pre-train, Prompt, and Predict.



Why Prompts?

The Gradient: Prompting: Better Ways of Using Language Models for NLP Tasks



Fine-tuning
• Prompt Fine-tuning

Liu et al. 2021. Pre-train, Prompt, and Predict.



Zero-shot

Brown et al. 2020. Language Models are Few-Shot Learners



One-shot

Brown et al. 2020. Language Models are Few-Shot Learners



Few-shot

Brown et al. 2020. Language Models are Few-Shot Learners



Few-Shot Prompting Tasks

• Big-Bench.
• TruthfulQA.
• Grounded conceptual 

mappings.
• Multi-task language. 

understanding (MMLU).
• Word in context.

Wei et al. 2022. Emergent Abilities of Large Language Models.



Big Bench
• Modified Arithmetic

Srivastava et al. 2022. Beyond the Imitation Game: Quantifying and extrapolating the capabilities of language models.



Massive Multi-Task Language Understanding 
Benchmark (MMLU)

Philosophy Test
1. A moral theory explains _____.
A) why an action is right or wrong
B) why one moral event caused another
C) where a moral agent got her values
D) why people do what they do
Answer: A

Professional Accounting Test
What is the price of a three-year bond (face value $100), 
paying 5% coupons, with a yield of 6%?
A) $100
B) $104.29
C) $96.71
D) $97.33
Answer: D

Hendrycks et al. 2020. Measuring Massive Multitask Language Understanding.



Word-in-Context (WiC)

Pilehvar and Camacho-Collados. 2018. WiC: the Word-in-Context Dataset for Evaluating Context-Sensitive Meaning Representations.



Prompting Demo

• Big bench - Fact Checking - Covid19 
Scientific

• OpenAI Playground

https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/fact_checker/covid19_scientific
https://openai.com/api/


Augmented Prompting Strategies

• Multi-step reasoning
• Instruction following
• Program execution
• Model calibration

"A prompting technique is emergent if it hurts
performance (compared to baseline) for small models,

And improves baseline for large models"



Multi-Step Reasoning

Chain of thought prompting!

Wei et al. 2022. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models.



Instruction Following 
Fine-tuning on a mixture of tasks phrased as instructions



Instruction Following 
Fine-tuning on a mixture of tasks phrased as instructions

Program Execution
Fine-tuning the models to predict intermediate outputs as scratchpad



Nye et al. 2021. Show your work: Scratchpads for intermediate computation with language models.



Instruction Following 
Fine-tuning on a mixture of tasks phrased as instructions

Program Execution
Fine-tuning the models to predict intermediate outputs as scratchpad

Model Calibration
Predicting which questions the models will be able to answer correctly



Emergence of Augmented Strategies

Wei et al. 2022. Emergent Abilities of Large Language Models.



Wei et al. 2022. Emergent Abilities of Large Language Models.



Discussion
• Observation so far - Few 

shot prompting setup 
works with large language 
models

• "Emergent few shot 
prompted tasks are 
unpredictable"



Discussion
• Observation so far - Few 

shot prompting setup works 
with large language models

• "Emergent few shot 
prompted tasks are 
unpredictable"

• Explanations of 
emergence?



Evaluation Metrics for Emergence

• Using different metric can lead to ignorance of incremental 
improvements/ different scaling curve
• Example – Using exact match on long sequence targets
• Example – Not giving partial credits to multi-step problem



• Using different metric can lead to ignorance of incremental 
improvements
• Example – Using exact match on long sequence targets
• Example – Not giving partial credits to multi-step problem
• Cross Entropy loss as a measure
• Loss improves for even for smaller scale models over the close 

to random scale by accuracy, BLEU and exact match

Evaluation Metrics for Emergence



Evaluation Metrics for Emergence

EM/BLEU/acc Vs Cross Entropy Loss



Evaluation 
Metrics for 
Emergence

Wei et al. 2022. Emergent Abilities of Large Language Models.



Emergence: Better Data

• Model scale is not the singular factor for unlocking an emergent ability
• Example - LaMDA 137B and GPT-3 175B lose to PaLM 62B

"As the science of training large language models progresses, certain 
abilities may be unlocked for smaller models with new architectures, 

higher-quality data, or improved training procedures"

• Another potentially way of unlocking emergence is through a different 
pre-training objective



Emergence: Finetuning for Desired 
Behaviors

Ouyang et al. 2022. Training language models to follow instructions with human feedback.

• Desired behaviors can 
be induced in smaller 
models via finetuning 
and RLHF



Emergent Risks

• Social risks -
• Truthfulness
• Bias
• Toxicity

• Other risks -
• Backdoor vulnerabilities
• Inadvertent deception
• Harmful content synthesis



Future Directions

• Further model scaling
• Improved model architectures and training
• Data scaling
• Better techniques for and understanding of prompting
• Frontier tasks
• Understanding emergence



Summary & Conclusion

• Emergent abilities can span a variety of language models, task 
types, and experimental scenarios
• Model scale is not the singular factor for unlocking an 

emergent ability
• The questions on how LLMs emerge and whether more scaling 

will enable further emergent abilities seem to be important 
future research directions for the field of NLP
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