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Research question



Generalization error

Difference between training error and test 
error



Introduction



Introduction

Deep neural networks can exhibit a small gap 
between training and test performance

Conventional wisdom attributes this to 
properties of the model or regularization 
techniques

It tries to mitigate some of the existing 
misconceptions

Through a host of randomization tests and 
touches upon how generalization error may or 
may not be related to regularization

It also throws light on some interesting points like 
finite-sample expressivity of neural nets



Randomization

Primary experiment
• Replace each label independently with a random 

label chosen from the set of valid labels.
• The randomization breaks any relationship 

between the image and the label
• Identical settings and model choice
• If it turns out to be the same in both cases, it 

could not possibly be a good measure of 
generalization 

”Deep neural networks easily fit random labels”



• 0 training error
• Test error is no better than random 

guessing
• CIFAR10 and ImageNet 

Primary 
experiment

• The effective capacity of neural networks is 
sufficient for memorizing the entire data set.

• Training time increases only by a small 
constant factor compared with training on 
the true labels.

• Randomizing labels is solely a data 
transformation, leaving all other properties 
of the learning problem unchanged.

Implication:

Randomization



The role of regularization
• Regularization?
• Train overparameterized neural networks
• Implicit and Explicit Regularization

Regularization may improve generalization 
performance but is neither necessary nor by itself 

sufficient for controlling generalization error.



Finite-sample Expressivity

A very simple two-layer ReLU network with p = 2n + d parameters 
can express any labeling of any sample of size n in d dimensions. 



Effective Capacity 
of Neural Networks



Effective Capacity Of Neural Networks



Effective Model Capacity _ Feed-Forward 
Neural Network



Experimental Findings



Dataset



Experimental Setup

Input Machine Output

Shuffled pixels Inception (V3) True labels

Random pixels Alexnet Partially corrupted labels

Gaussian MLPs Random labels



Randomization Test



Randomization Test (cont.)



Randomization Test (cont.)



Randomization Test (cont.)



Randomization Test (cont.)



Randomization Test (cont.)



Results of Randomization Tests



Findings



Randomization on 
CIFAR10



Randomization on ImageNet



Complexity and Stability



Rademacher Complexity



VC-Dimension



VC-Dimension – Statistical Learning 
Theory



Uniform Stability



Uniform Stability



Conclusions and Implications



The role of 
Regularization



• Data Augmentation
• Weight Decay
• Dropout

Explicit 
Regularization

• Early stopping
• Batch Normalization
• SGD

Implicit 
Regularization

Regularization



L2 Regularization – “Weight Decay”
• Standard weight update:
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• New weight update:
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• Forces the weights to become small,“decay”.

• optimizer = torch.optim.Adam(params, lr=3e-4, weight_decay=1e-3)



Dropout
• Randomly drop neurons from layers in the

network.

• Removes reliance on individual neurons.

• Maybe doesn’t learn redundancies.

• Maybe learns a more nuanced set of feature
detectors.

• Dropout can be used after any non-output layer

• self.dropout = nn.Dropout(0.25)

• Only the InceptionV3 for ImageNet uses
dropout in the experiments.



Data Augmentation

• Domain-specific transformations of the input data.

• For image data, commonly used transformations include random cropping, and random perturbation of 
brightness, saturation, hue, and contrast.

• Increases the input space (i.e. all possible images we care about).



Experimental 
findings



Explicit Regularization Results



Explicit Regularization Results



Explicit Regularization Results

• Explicit regularization may improve generalization but is neither necessary nor sufficient itself



Implicit Regularization Results

• Early stopping could potentially improve generalization
• Batch normalization doesn’t help much with generalization performance



Appeal to Linear Models

• Appealing to linear models, they analyze how SGD acts as an implicit regularizer.

• For linear models, SGD always converges to a solution with a small l2-norm.

• Hence, the algorithm itself is implicitly regularizing the solution.

• Minimum norm is not predictive of generalization performance.



Finite Sample 
Expressivity



Finite Sample Expressivity of Neural 
Networks



Finite Sample Expressivity of Neural 
Networks
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