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Temporal Data
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Speech and Music

/, frequency

9

CISC8945: Advanced Representation Learning



Spatial -+~

CISC8945: Advanced Representation Learnin



Language

AU

: Advanced Representation Learni



Graph data
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Tabular Data

XU - - Blodsx - Excel
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW DEVELOPER Tableau LOAD TEST POWER QUERY POWERPIVOT
A B C D E F G H | J K L M N (0] P

1 |1 c2 c3 ca s =3 c7 c8 51 52 53 54 85 g6 57 s8 I
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4
5
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9 Agile soft'Business i Data analySystems CScientific Extreme FWaterfall Methodol 0.954089 0.644952 0.610109 0.547888 0.545839 0.527243 0.496478 0.495703
|0 Algebra Variables Variable Polynomi:Euclidean Variable DimensiolScatter plc 0.989955 0.866673 0.793393 0.786708 0.718503 0.702535 0.6443%44 0.601248
|1 Algorithm Tabu searMethodol Heuristic Text minitlmprove Businessi Statistical  0.9786 0.688966 0.640741 0.483309 0.478563 0.428156 0.425666 0.417563
2 Algorithm Approxim Optimizat Optimizat Heuristic Operatior Consisten Optimizat 0.967184 0.838888 0.751672 0.711391 0.585888 0.541111 0.532653 0.532646
3 Algorithm Computer Computer Data ware Data minitProfiling Fuzzy logi Software: 0.967553 0.711902 0.606711 0.534577 0.432062 0.46977 0.450693 0.443457

4 |Algorithm Regressio Data Data minitData analyJava Statistics Play 0.97989 0.85421 0.825393 0.803136 0.76973 0.715593 0.697516 0.682136

5 | Algorithm Algorithm Relational Operatior Relational Optimizat 0.965917 0.929522 0.927793 0.810567 0.850657 0.798374

6 Alternativ Pharmaco Relational Database Botany  Traditions SQL Tradition:z 0.967738 0.830986 0.846344 0.819472 0.800314 0.789922 0.779625 0.741703
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Data, dimensions, and the space

. 0: Genes (911568)

1: Adenocarcinoma (166)
TAtauda (140)

3: Carcinoma

4: Hepatitis (1189)

: Hypertension (162)

: Infection (3762)

: Leukemia (3632)

Lymphoma (16)

~. Photoreceptors
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Human perception
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Human perception
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«  Why should we care about learning representations
« What makes a representation good

*  How to build (deep) representations
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Before deep learning

Input image

Histogram of Oriented Gradients

Image gradients
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After deep learning
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After deep learning

RGB embedding filters
(first 28 principal components)

Patch + Position
Embedding

* Extra learnable
[class] embedding [
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What is deep learning about?

Hidden layer 1 Hidden layer 2
Input layer
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Representation and predictive model

e Do we need “deep” learning models if we are given very good representations
to start with?
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Representation and predictive model

e Do we need “deep” learning models if we are given very good representations
to start with?

Linearly separable Not linearly separable
A linear decision boundary that No linear decision boundary that separates
separates the two classes exists Nonlinear the two classes perfectly exists
T Linear T
boundary
Q@
L] m/ -
X2 o 0 X2 / @
@ ! \ °
\
O m>
o m B
X1

23
CISC8945: Advanced Representation Learning




Representation learning and LLM
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Transfer Learning

Representation learning in different domains.
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Image ID: 2D4N1Y2
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Transfer Learning

Representation learning in different domains.

2021/04/06 14:28:20
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Multi-modality Representations

A MULTI—MODAL CONCEPT OF DOG

Interaction with
human beings
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Multi-modalitv Representations
Who is wearing glasses? Where is the child sitting?
man woman [ arms
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Outline

* What are representations

«  Why should we care about learning representations
« What makes a representation good

*  How to build (deep) representations

« Structure of the class
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* Project
* Format
» Topics
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Smoothness

Photoreceptors
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Disentanglement

Epoch 0, accuracy: 0.171 Epoch 20, accuracy: 0.752 Epoch 40, accuracy: 0.817

o
. Pe

Epoch 60, accuracy: 0.833 Epoch 80, accuracy: 0.851

L] .
*
*

o
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Disentanglement

Learning a disentangled representation
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Deep neural networks

This class
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«  Why should we care about learning representations
« What makes a representation good

*  How to build (deep) representations

e Structure of the class
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* Project
* Format
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Class webpage https://jinsungit.github.io/teaching/Fall2024/

Jin Sun about publications projects teaching €

CSCI 8945 Advanced Representation
Learning

Advanced Representation Learning is a course designed to delve deeper into the fundamental concepts of
representation learning and its applications. In this class, students will explore various representation learning
techniques, including both classical and deep learning methods, and learn how to apply these techniques to
solve complex problems in computer vision, natural language processing, audio, and other areas. By working
on the research project component of the course, the students will develop novel methods and theories about
representation learning and prepare manuscripts describing their findings. By the end of this course, the
students will have a solid understanding of the state-of-the-art in representation learning and be able to apply
these techniques to solve real-world problems.

« Time and location:
o Tue & Thu, 12:45pm-2pm, Boyd 222
o Wed, 12:45pm-1:30pm, Boyd 222
« References:
o Deep Learning by lan Goodfellow, Yoshua Bengio, and Aaron Courville. Free
o Dive into Deep Learning by Aston Zhang, Zachary C. Lipton, Mu Li, and Alexander J. Smola. Free
o Computer Vision: Algorithms and Applications by Richard Szeliski. Free
o "Machine Learning: a Probabilistic Perspective” by Kevin Murphy.
o “Foundations of Data Science” by Avrim Blum, John Hopcroft, and Ravindran Kannan.
« Syllabus:
 Learning outcomes
1. Demonstrate understanding of machine learning and deep neural network fundamentals.
2. Gain experience deploying deep learning models in computer vision, natural language processing,
and audio domains.
« Contact: Annoucements will be made on eLC. You can also send an email to me at jinsun@uga.edu.

Class Schedule

37
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https://jinsungit.github.io/teaching/Fall2024/

Homeworks

e A mix of pen and paper and coding questions.

e 2 weeks to finish.

e HW1i: machine learning basics, linear algebra, probability, PCA and MDS,
sparse coding

e HW2: image operations, camera model, image editing, word embeddings,
NLP tasks

e HWS3: Audio generation, graph neural nets, contrastive learning, multi-modal
learning

38
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Mid-term Exam

e Pen and paper
e No coding

e Closed-book

e In-class

e More details later in the semester

39
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Project

~4 people
Work on the research frontier in representation learning

Will discuss in groups about the project during the Wed sessions

Deliverables:

o Proposal
o Milestone
o Final report

40

CISC8945: Advanced Representation Learning



Format

e Tue and Thu sessions:
o Lecture
o Paper discussion

e Wed sessions:
o  Project status update and discussion
o  Useful tools and workflows
o Tips for research: how to read a
paper, how to write a paper, how to
do research?

41
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1 Introduction and background
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2 Data representation space and structures

Dimension reduction i
PCA

MDS

Metric learning x2
Distances in high dimensional space

Manifolds

Subspaces

Sparse coding x1

x0
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2 Data representation space and structures

ST
Ny

Dimension reduction

PCA

MDS

Metric learning

Distances in high dimensional space
Manifolds )
Subspaces . \\
Sparse coding
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3 Visual representations

Pixels, 3D points, and cameras
Image operations
Visual semantics
Videos

Image subspaces

Original Image

De-texturized

:J‘
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. 4
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Data

+ Gender + Eyeglasses

+ Facial hair + Pose
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4 Language representations

NLP tasks

Circulation revenue has increased by 5%
in Finland. // Positive

Panostaja did not disclose the purchase
price. // Neutral

Paying off the national debt will be
extremely painful. // Negative

The company anticipated its operating
profit to improve. //

CISC8945: Advanced Representation Learning

Representing words and sentences
Language model pretraining

Zero-shot and in-context learning
Prompt engineering

Circulation revenue has increased by
5% in Finland. // Finance

They defeated ... in the NFC
Championship Game. // Sports

Apple ... development of in-house
chips. // Tech

The company anticipated its operating
profit to improve. /

|
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walking
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Verb Tense

Standard Prompting
- Model Input VI
Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

_—{_ Model Output | ~

A: The answer is 27. x
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Chain-of-Thought Prompting
~{ Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 =9. The
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5 Audio representations

B MiOTra - 5599 X ]
Normalized Spectrogram File Playback View Opticn Help
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Time Frame Windows
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Figure 2. Left: During training we extract the MuLan audio tokens, semantic tokens, and acoustic tokens from the audio-only training
set. In the semantic modeling stage, we predict semantic tokens using MuLan audio tokens as conditioning. In the subsequent acoustic
modeling stage, we predict acoustic tokens, given both MuLan audio tokens and semantic tokens. Each stage is modeled as a sequence-to-
sequence task using decoder-only Transformers. Right: During inference, we use MuLan text tokens computed from the text prompt as
conditioning signal and convert the generated audio tokens to waveforms using the SoundStream decoder.
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6 Graphs

e Graphs and neural networks
e Graph operations and process
e GNN applications

I

(a) physics (b) molecule

(d) text

0 o ., | 9 .
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;\ Q\\ v P

& i
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Hidden layer

RelLU

()

Hidden layer
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7 Multi-modal representations o
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8 Advanced Topics — Implicit representations

e Implicit neural representations

P Output Implicit Formulation
1 supervised by Find ¢ that minimizes £
fix) e R

HGE values

Images

Audio

i

.’““\\“'Ml‘\!lh'mvl“y
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e Neural ODE

Residual Network

ODE Network
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5
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9 Advanced Tonic

I

I\ Meta-Learning

ti-domains

Meta-Optimizer /Meta-Representation | { Meta-Objective I Application
[ | I I |
Gradient ‘ Ir:;:rz‘::gn "vz:;:: Curriculum L Many/Few-Shot J i‘::’:::‘ogt Exploration Label Noise
| | I I | |
R"[‘;::ﬁfn";“‘ Optimizer Attention g oatasel/ Multi/Single-Task Fast Learning e yeglar o Adversarial
I I o o I I I I
Evolution “Black-Box Model Hyperparameters aoss! Online/Offline Toaming Mty oing oo
] I I I I
Embedding ) | Architecture Ex|;|:|rlzgon N;Z::!::I::c Compression Active Learning AmsI:::cc:Ium
[ I ; I
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Multi-task learning

Meta-learning

learn tasks
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perform tasks

£ N\

learn to learn tasks

quickly learn
new task

—A
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10 Advanced Topics — Unsupervised and self-supervised

input output

] ]
no labels, multiple classes objects with their parts

—‘ Object Discovery across Videos |  Tracking Object within Video
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10 Advanced Topics — Unsupervised and self-supervised

| Objectives:

ConvNet ‘ Maximize prob.

> g(X,y=0) ’ model F(.) B

| Predict 0 degrees rotation (y=0)

> g(X,y=1) — > p ConvNet p Maximize prob.
> model F(.) | F'(x"

Rotate 0 degrees .
Rotated image: X"

Rotate 90 degrees Predict 90 degrees rotation (y=1)

Rotated image: X' |

|
> ConvNet Maximize prob.
model F(.) F*(X?)

| Predict 180 degrees rotation (y=2)

&g ConvNet Maximize prob.
> g(X,y=3) —» B ™ model F() —> F(x?)

» g(X,y=2) >

Image X Rotate 180 degrees
Rotated image: X~

Rotate 270 degrees | Predict 270 degrees rotation (y=3)

Rotated image: X’
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11 Advanced Topics — Beyond perception

Mobile Manipulation

Task and Motion Planning

<emb>

First grasp yellow
block and place it on
the table, then grasp
the blue block.

__ PaLM-E: An Embodied
A | Multimodal

Model

Tabletop Manipulation
<img>
<img>. 3. Pick the greenrice

chip bag from the drawer and place it on the

Push the green
counter.

star to the bottom left.
Step 2. Push the green
circle to the green star.

Visual Q&A, Captioning ...

<img> Language Only Tasks
v i <img> ' . 6696.
J-P#O308 A dog jumping over a Embodied language.
e hurdle at a dog show.

models are the future of. Natural language.
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12 Project Presentation

e Expectation:
o High quality
o High novelty
o Publication-oriented
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