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1.
Background
The problem & why it is important
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Transformers in NLP

◎ Transformers were mostly used for NLP problems 
(model of choice)

◎ Very computationally efficient and scalable
◎ Ability to handle long-term dependencies (better than 

RNNs)
◎ Allowed for the training of model of unprecedented 

size with over 100B parameters
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Self-Attention
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Attention Scores Between 2 Words
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Final Word Embeddings
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Toy Example

https://drive.google.com/file/d/1gL0JoHm3KdN8yYMKhsz
rtNuAqlMjKgJ1/view?usp=share_link
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https://drive.google.com/file/d/1gL0JoHm3KdN8yYMKhszrtNuAqlMjKgJ1/view?usp=share_link
https://drive.google.com/file/d/1gL0JoHm3KdN8yYMKhszrtNuAqlMjKgJ1/view?usp=share_link


Computer Vision Before Application of Transformers 

◎ Computer vision tasks were dominated by various 
CNN architectures (AlexNet, VGG-16, ResNet, etc)

◎ Some newer works tried combining CNN with self-
attention but could not scale effectively

◎ Issue is CNN architecture do not scale effectively on 
modern hardware accelerators
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Application of Transformers to Computer Vision Tasks

◎ Trained on mid-sized data sets (ImageNet ~ 14M)
○ Poor results

◎ Trained on larger datasets (14M - 300M) 
○ Excellents results

◎ Transformers lack inductive biases present in CNNs
◎ “ Training trumps inductive bias!” 
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Overarching 
Problem

Is there a more scalable 
solution to compete with 
state-of-the-art CNNs on 

computer vision tasks? 
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Main Idea
Use the scalability of 

transformers to more 
efficiently solve computer 

vision problems 
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2.
Related Work
A review of work related to our 
problem
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Timeline

Source: https://www.arxiv-vanity.com/papers/2012.12556/

2021.3
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BERT: Pre-training of Deep Bidirectional Transformers for 
Language Understanding

18Source:https://nish-19.github.io/posts/2021/02/blog-post-4/

“AS close as possible to the Bert” — By ViT



iGPT (Generative Pretraining from Pixels)
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1)Reducing image resolution and color 
space
2)a generative model based on 
Transformers

Source: https://proceedings.mlr.press/v119/chen20s.html



3.
Motivation
Why was this work proposed?
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“
We show that this reliance on CNNs is not 
necessary and a pure transformer applied 

directly to sequences of image patches can 
perform very well on image classification 

tasks…
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“
…Vision Transformer (ViT) attains excellent results 

compared to state-of-the-art convolutional 
networks while requiring substantially fewer 

computational resources to train.
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CNN and ViT

https://arxiv.org/abs/2105.10497



4.
Methods
Outlining the work’s procedures
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Question? 

WHY DON'T WE USE A FULL IMAGE FOR TRANSFORMER?
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Complexity! 

O(n²)

Recall: Self-Attention



Method

26Source: lucidrains/vit-pytorch

https://github.com/lucidrains/vit-pytorch


Details of ViT variants
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[Class] Token VS GAP(globally average-pooling)
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Why needs Position embeddings?
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Positions embedding(cont.)
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5.
Evaluation
What are the results?
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Dataset

32Source:https://github.com/wangshusen/DeepLearning/blob/master/Slides/10_ViT.pdf



6.
Conclusion
The key takeaways
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Summary

◎ Simple
◎ Scalable
◎ Accuracy comparable to SOTA  CNN models while 

computational less expensive to train
◎ Requires large amount of data for SOTA performance
◎ Unlike prior works, no image-specific inductive bias
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ResNet vs Transformer
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Why is ViT worse than ResNets at a small dataset?
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CNN’s inductive biases

Translation equivariance

https://towardsdatascience.com/translational-invariance-vs-translational-equivariance-f9fbc8fca63a

locality

https://oi.readthedocs.io/en/latest/computer_vision/cnn/intro.html



Best Model Performance Comparison
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Future Work

◎ Great results but challenges remain
◎ Apply ViT to other computer vision tasks not just 

image classification
○ Object detection
○ Image segmentation

◎ Improve pre-training to accommodate larger scale
◎ Further scaling of ViT itself

○ Structurally?
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7.
Swin Transformer
Interesting follow up work 
extending ViT
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“
…Swin Transformer, that capably 

serves as a general-purpose 
backbone for computer vision.
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Motivation

◎ Address shortcomings of ViT
○ Can preform dense prediction tasks - object 

detection & image segmentation
○ Increases scalability - complexity scales linearly 

rather than quadratically with image size
◎ Create general purpose computer vision backbone
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“
There exist many vision tasks such as semantic 

segmentation that require dense prediction at the 
pixel level, and this would be intractable for [the] 

Transformer on high-resolution images, as the 
computational complexity of its self-attention is 

quadratic to image size.
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Shifted Window
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Creating Patches
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Dimensionality
4 x 4 x 3 = 48

Dimensionality
8 x 8 x 3 = 192

Dimensionality
16 x 16 x 3 = 768



Architecture
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Performance - Image Classification
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Performance - Object Detection
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Performance - Image Segmentation
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Thanks!
Any questions?
The related papers can be found at the links below:
1. https://arxiv.org/abs/2010.11929
2. https://arxiv.org/abs/2103.14030
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Resources

◎ General Overview of Transformers in Various Applications
https://towardsdatascience.com/transformers-in-computer-vision-farewell-
convolutions-f083da6ef8ab

◎ Short Overview of ViT Paper 
https://www.youtube.com/watch?v=HZ4j_U3FC94

◎ Complete Coverage of ViT Paper
https://www.youtube.com/watch?v=TrdevFK_am4

◎ Explanation of the Swin Transformer Paper
https://www.youtube.com/watch?v=SndHALawoag

◎ Second explanation of the Swin Transformer Paper
https://www.youtube.com/watch?v=tFYxJZBAbE8
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Resources Cont. 

◎ About Metrics of AP and mAP for Object Detection / Instance 
Segmentation
https://yanfengliux.medium.com/the-confusing-metrics-of-ap-and-
map-for-object-detection-3113ba0386ef
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https://yanfengliux.medium.com/the-confusing-metrics-of-ap-and-map-for-object-detection-3113ba0386ef
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