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Introduction

• Pre-trained language representations in NLP systems have been 
researched for various tasks
• Single-layer representations learned word-vectors

• Multi-layer RNNs to form stronger representations

• Pre-trained recurrent and transformer language models are fine-tuned 
directly
• Reading comprehension, question answering, textual entailment



Motivation

• Limitations of pre-trained recurrent/transformer language models
• Need task-specific datasets and task-specific fine-tuning

• Requires fine-tuning on extremely large datasets

• Large datasets have several limitations
• Limits applicability/generalizability of language models for various language 

tasks

• Potential of narrow training distribution

• Not always necessary for many language tasks



Motivation (cont.)

• Increase in capacity of transformer language models shows 
improvements in NLP task performance
• From 100 million parameter- to 17 billion parameter- models

• Each increase improved downstream NLP tasks

• In this paper, GPT-3 is introduced
• 175 billion parameter autoregressive language model

• Previous paper presentation addressed increasing the size of the datasets for 
better model performance

• Now, this paper focuses on increasing the size of the language model for 
better performance



Larger models and performance



Approach



Approach (cont.)



Model and 
Architectures



Generative Pre-trained 
models

OpenAI GPT1, GPT2, GPT3, LaMDA



GPT2



GPT2

Task conditioning

Architectural level

Algorithmic level



Language Modeling

• Multitask language model – MQAN
• Translation training: (translate to french, english text, 

french text)

• Reading comprehension: (answer the question, document, 
question, answer)

• Supervised Vs Unsupervised objective

• Objective: convergence of unsupervised objective



Training
WebText



OpenAI GPT/ 
GPT2/ GPT3



Unsupervised pre-training

T-DMCA: Transformer Decoder with Memory Compressed 

Attention



T-DMCA

Local attention: 256 tokens

Memory compressed attention: global context capture

Final Architecture : LMLML



Self-attention in T-DMCA



Unsupervised pre-training

T-DMCA: Transformer Decoder with Memory Compressed 

Attention



Supervised fine-tuning



GPT2/ GPT3

• Layer normalization

• Modified initialization: Residual weights initialized by a factor of 1/√N

• Reversible tokenization



GPT3

• Goal: Performance Vs Model size

• Exception: Alternating dense and sparse attention patterns



Training Dataset

• Steps to improve quality of datasets
1. Filtered version of CommonCrawl based on similarity

2. Fuzzy deduplication at document level

3. Added reference corpora.



Training Process

• Steps to improve quality of datasets
1. Filtered version of CommonCrawl based on similarity

2. Fuzzy deduplication at document level

3. Added reference corpora.

• Contamination

• Process = Large batch size + small learning rate



Evaluation

• Few-shot learning: evaluation of K examples from evaluation set

• Picking K when separate development and test sets are available.

• Multiple choice task

• Binary classification

• Free form completion



Results

• language modeling

• question answering

• translate between languages

• Winograd Schema-like tasks

• commonsense reasoning

• reading comprehension tasks

• SuperGLUE benchmark suite

• NLI (Natural Language Inference)



Training Curves



Language modeling



Language modeling



Language modeling



QA



Winograd-Style Tasks



Common Sense Reasoning



Reading Comprehension



SuperGLUE



NLI



Examples

• https://beta.openai.com/examples/

https://beta.openai.com/examples/


Limitation

• Do not include any bidirectional architectures or other training objectives such as 
denoising

• Poor sample efficiency during pre-training

• Expensive and inconvenient to perform inference

• Retains the biases of the data it has been trained on



Conclusion

• 175 billion parameter language model

• Strong performance on many NLP tasks

• Zero-shot, one-shot, and few-shot setting
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