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Fig 01: RL Framework

Reinforcement Learning - RL



Origins of RLHF
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Fig 02: RLHF



RLHF – Language Model
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1. Language Model Pretraining
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Common training techniques in NLP: 

- Unsupervised sequence prediction

- Data scraped from web

- No single answer on “best” model size 



2. Reward Model Training   

Goal : get a model that maps 

input text -> scalar reward
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3. Fine-tuning with RL
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“



“ Datasets



Preference Results
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Metadata Results on the API Distribution
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InstructGPT vs GPT-3 Examples
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Instruct GPT Still makes 
simple mistakes
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Instruction that assume false premises 



Overly Hedge
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FLAN & T0 compared to Likert Score
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Results on TruthfulQA Datasets
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Comparing human evaluations and 
automatic evaluations (Perspective API 
scores) on RealToxicityPrompts
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Limitations

Limitations of the models Lack of mitigation strategies

 Models are not fully aligned or safe

 Generate toxic/biased outputs, violent content without 
explicit prompting

 Bias in human feedback

 Failed to generate reasonable outputs

 Models may follow user instruction even if they cause 
harm in real world. 

 More research is needed to develop effective 

strategies for mitigating bias, toxicity, and other 

harmful outputs of LM’s
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Future Work

Improving Quality of Feedback

Future work could explore ways to improve the quality of 
this feedback by using different feedback mechanisms or 
by developing techniques to ensure that the feedback is 
consistent and reliable.

Evaluating the robustness of the model

Future work could explore the robustness of the model 
to other types of perturbations, such as noisy or 
incomplete instructions.

Investigating the interpretability of the model

Future work could explore ways to make the model more 
interpretable, such as by visualizing the attention 
mechanisms or by identifying the most important parts of 
the instructions.

Scaling up the approach

Future work could explore the 
scalability of the method to larger 
datasets and larger models.

21 Training language models to follow instructions with human feedback March 30 2023



Conclusion

The paper presents a novel approach to training 
language models that can follow instructions provided 
by humans.

Novel Approach

The InstructGPT performed better in several tasks, 
including generating specific types of content and 
following multi-step instructions.

InstructGPT performed better than GPT-3

The paper used a small team of contractors to label 
the training data and provide feedback, which helped 
identify and correct errors in the models.

Human Feedback

The paper suggests potential mitigations for these 
limitations, but more research is needed to develop 
effective strategies.

InstructGPT models may produce false output

It improves the performance of LM’s and enables 
them to follow human instructions. However, more 
research is needed to develop more robust and safe 
language models that can be deployed in real-world 
applications.

InstructGPT improves the performance of LM’s
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